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YUVAL HARARI WARNS HUMANS WILL BE
"HACKED" IF ARTIFIGIAL INTELLIGENGE IS
NOT GLOBALLY REGULATED

"To hack a human being is to get at person better than they know themselves. And
based on that, to increasingl{ manipulate you)' Harari says.
‘Yeah, we're spooked': Al starting to h~va

. . "Asimov’s Three Laws Helped
big real-world impact, savs expert P
5 P yS€xp Shape A.lL and Robotics. We Need

Prof Stuart Russell says field of artificial intelligence needs to grow FO ur MO re
up quickly to ensure humans remain in control :

A leading expert in the emergent field of A.l. law argues it’s high time

The upshot, he said, is that the algorithn{s manipulate the user, to update the three laws of robotics

brainwashing them so that their behaviour B2 ss-mese-predictable when
it comes to what they chose to engage with, boosting click-based revenue. be hardheaded here, because there’s this burggomns
computing, which to me is, in so many wayg

control of human beings by large corporations Al geweiaman
the mediating effects of technology. And we have to always keep our eyes
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YUVAL HARARI WARNS HUMANS WILL BE
"HACKED" |F A AL INTELLIGENGE IS

NOT GLOBALLY REGULATED™

"To hack a human being is to get to know that person better than they know themselves. And
based on that, to increasingly manipulate you," Harari says.

‘Yeah, we're spooked’: Al starting to I NG
big real-world impact, says expert  ***!

Prof Stuart Russell says field o 1a isence needs to grow FOUI'
up quickly to ensure humangremain in control
A leading expert in the emergent field of A.l. law argues it’s high time

The upshot, he said, is that the algorithms manipulate the user, to update the three laws of robotics
brainwashing them so that their behaviour becomes more predictable when
it comes to what they chose to engage with, boosting click-based revenue. be hardheaded here, because there’s this burgeoning field of affective

computing, which to me is, in so many ways, a prelude to manipulation and
control of human beings by large corporations and governments through
the mediating effects of technology. And we have to always keep our eyes
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How do we want to shape our Regulation for addressing
selves with and through manipulation

intimate Al technologies?
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personal values ;
social relations

(inter)personal

emotions
norms
goals

How to shape

‘vulnerability
How to give us practices’ in taking
agency amidst | dentity responsibility for our
vulnerability? A espon- selves & others?
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Computing with Vulnerability: use Al to create technology
that can take into account personal vulnerabillities

J

UNIVERSITY
OF TWENTE.



social relations

(inter)personal

norms emotions
goals individualization
personal values Y
Interactive
Machine
Reasoning

—
" Responsible Agency:
shape machine agency e
\_around human agency Semantic User Models B'Q%Eﬁ,'%




[conversation between me and a colleague shortly before
17:00 on Thursday]

B: could you work on the draft tomorrow? | can make a
first version today.

C: no, I'd rather make the draft today.

B: | thought you don’t work after 17:007

C: yes, but today | had a long lunch break and tomorrow |
have a day off.

B: ok, | need to take a break now, can you then make a
draft and | finish it later today?

C.: ok. UNIVERSITY
OF TWENTE.



From: the tenderness project

Tender

to care, to be sensitive, to tend, to exchange
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