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them more capable of supporting sys-
tem interdependence.

Many supportive behaviors are 
what might be called soft system con-
straints and are not essential to task 
completion—that is, although the 
performer is, strictly speaking, self-
sufficient, it can benefit from support. 
Joint activity is not exclusively about 
the hard constraints that enable or 
prevent the possibility of an activity, 
as the solid arrows in Figure 1 depict. 
Joint activity also includes soft inter-
dependence, which includes optional 
commands, such as the ability to re-
quest the final status of the action (see 
the dashed arrow in Figure 1). Soft 
interdependence also includes help-
ful things that a participant might do 
to facilitate team performance. For 
example, team members can signal 
progress appraisals16 (“I’m running 
late”), warnings (“Watch your step”), 
helpful adjuncts (“Do you want me 
to pick up your prescription when I 
go by the drug store?”), and obser-
vations about relevant unexpected 
events (“It has started to rain”).

Our observations suggest that good 
teams can be distinguished from 
great ones by how well they support 
requirements arising from soft inter-
dependence. Although social science 
research on teamwork indicates it as 
an important factor in team perfor-
mance,17 interdependence (particu-
larly soft interdependence) has not 
received adequate attention in the re-
search literature.6

Teamwork is largely about enhanc-
ing each member’s performance, not 
merely effective task distribution. In 
response to the MABA-MABA (men-
are-better-at/machines-are-better-at)  
Fitts’ List model,18 an alternative 
human-centered view was expressed 
in this department as the Un-Fitts 
List.19,20 The intent was to emphasize 
the ways in which people and ma-
chines cannot simply divide up the 

work, but rather mutually enhance 
their competencies and mitigate their 
limitations. Such a view is consistent 
with our view of interdependence and 
its role in design.

Consider the hypothetical level 6 in 
Figure 1. If we consider the interdepen-
dence in the activity, we can concoct 
a table patterned after the Sheridan- 
Verplank levels of automation but 
based on the Un-Fitts List (see Figure 2). 
We have added some potential inter-
dependence that might be appropri-
ate for such an activity. We allow the 
sequential-work-flow assumption to 
persist only to maintain consistency 
in the discussion. The focus of Figure 2  
is the diversity of interdependence 
among the activities.

Although we apply this process 
to a single level within the original 
Sheridan-Verplank list here, it can be 
applied to any of the levels with dif-
ferent results, based on the varying 

interdependence within the activity. 
If we move beyond the single decisive 
element portrayed by the Sheridan-
Verplank list toward activity to sup-
port the future envisioned roles, the 
interdependence become much more 
complex and generating such a table 
becomes even more interesting. Such 
a construction calls out the ways in 
which changes to the level of auton-
omy affect interdependence and how 
the interdependence affects the total 
work system. Levels by themselves do 
not provide this information, which 
leads to the next problem.

Problem 6: Levels Provide 
Insufficient Guidance  
to the Designer
Levels of autonomy do not provide 
principles or guidelines for design-
ers as they build human-machine 
systems. Previous articles have dis-
cussed the challenge of bridging the 

Figure 2. Example of an interdependence analysis based on the Figure 1 example.  
We added some potential interdependence and allow the sequential-work-flow  
assumption to persist only to maintain consistency in the discussion. The solid  
arrows depict hard constraints, and the dashed arrow indicates soft interdependence.  
(Adapted from an earlier work.8)
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gap from cognitive engineering prod-
ucts to software engineering.21 The 
levels of autonomy concept provides 
no assistance here. Parasuraman, 
Sheridan, and Wickens suggested us-
ing levels of autonomy in combina-
tion with human performance as an 
evaluative criterion for automation 
design.11 Although we agree that 
human-performance measures are im-
portant and useful, it is unclear what 
value the descriptive levels of auton-
omy provide other than as a label-
ing mechanism. They provide no as-
sistance to the designer, whose only 
option is to build it and try it, then 
build something else and compare the 
results.

Interdependence, however, affords 
a great deal of predictive power. It 
can inform the designer of what is 
and is not needed, what is critical, 
and what is optional. Most impor-
tantly, it can indicate how changes in 
capabilities affect relationships.

This extends the human-centered 
approaches where designers typically 
ask, “How can we keep the human in 
the loop?” or “How do we reduce the 
burden on the human?” These types 
of questions lead designers to focus on 
usability issues. Understanding the in-
terdependence in the human-machine 
system in the context of the antici-
pated activity can provide a wealth 
of guidance to a designer. In fact, we 
posit that it is through understand-
ing the dynamic interdependence 
within the macrocognitive work that 
the system developer can answer such 
questions as “What should be auto-
mated?” and “How do we reduce the 
burden on the human?” More impor-
tantly, it has the potential to answer 
richer questions, such as “How will 
this change affect the work system?”

As an example, consider our level 6 
in Figure 1. What is the impact of al-
lowing the computer to move from the 
get options to select action functions 

without requiring the human request 
function? Here, some amount of risk 
analysis might be required to assess 
the consequences of leaving it com-
pletely to the system. Making this 
change might enable a higher level of 
autonomy, but is it better? How does 
it affect the system?

Now look at Figure 2. Identifying 
the interdependence suggests sev-
eral impacts. Not only does allowing 
the computer to select the action re-
duce the directability of the automa-
tion by eliminating the computer’s 
dependence on the human to initiate 
action selection, it also reduces trans-
parency because the human no lon-
ger has access to the options. Both 

of these limit the work system’s abil-
ity to leverage the human’s ability to 
improve the overall work system’s 
effectiveness.

Toward Coactive Design
Building on the theory of joint activ-
ity,4,5 we are working on a coactive 
design approach6 that is intended to 
provide prescriptive guidance to de-
signers of sophisticated human-machine 
systems. Coactive design takes inter-
dependence as the central organizing 
principle among people and agents 
working together as a team. The ap-
proach also embraces the idea that 

effective coordination in human-
machine activity has much to learn 
from the various forms of social regu-
lation that enable people to work well 
together.22

Besides implying that two or more 
parties are participating in an activ-
ity, the term coactive is meant to con-
vey the reciprocal and mutually con-
straining nature of actions and effects 
that are conditioned by coordination. 
In joint activity, individual partici-
pants share an obligation to coordi-
nate, to a degree sacrifi cing their in-
dividual autonomy in the service of 
progress toward group goals.

By its nature, joint activity im-
plies the greater parity of mutual as-
sistance, enabled by intricate webs 
of complementary, reciprocal affor-
dances, and obligations. Thus, coact-
ive design considers the mutual inter-
dependence of the all parties instead 
of merely focusing on the dependence 
of one of the parties on the other. It 
recognizes the benefi ts of designing 
agents with the capabilities they need 
to be interdependent.

As we try to design more sophisti-
cated human-machine work systems, 
we move along a maturity continuum 
from dependence to independence 
to interdependence. The process is a 
continuum because a small level of 
agent independence through auton-
omy is a prerequisite for interdepen-
dence. However, independence is not 
the supreme achievement in human-
human interaction,23 nor should it 
be in human-machine systems. Imag-
ine a completely capable, autono-
mous human possessing no skills for 
coactivity—how well would such a 
person fi t in most everyday situations?

This maturation process cannot 
only be seen in individual systems but 
also in the human-machine systems 
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field as a whole. Consider the history 
of unmanned aerial vehicle (UAV) 
R&D. The first goal in development 
was a standard engineering challenge 
to make the UAV self-sufficient for 
some tasks (such as stable flight and 
waypoint following). As the capa-
bilities and robustness increased, the 
focus shifted to the problem of self-
directedness by the machine (“What 
am I willing to let the UAV do auton-
omously?”). The future developments 
of UAVs suggest yet another shift, as 
discussed in the “Unmanned Systems 
Roadmap,”24 which states that un-
manned systems “will quickly evolve 
to the point where various classes of 
unmanned systems operate together 
in a cooperative and collaborative 
manner” (p. 2). This requires a focus 
on interdependence (“How can I get 
multiple UAVs to work effectively as a 
team with their operators?”).

This progression of development is 
a natural maturation process that ap-
plies to any form of sophisticated au-
tomation. Awareness of interdepen-
dence was not critical to the initial 
stages of UAV development, but it be-
comes an essential factor in realizing 
a system’s full potential.

We believe that increased effec-
tiveness in human-agent teamwork 
hinges not merely on trying to make 
machines more independent through 
their autonomy, but also in striving 
to make them better team players5 by 
making them more capable of sophis-
ticated interdependent joint activity 
with people.
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