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Abstract. Social psychology research on teams has shown that team perfor-
mance improves when team members have a so-called shared mental model (SMM).
We observe that a decision support system (DSS) and its user can be viewed as a
team whose task is to make a (good) decision. Therefore we argue that it is im-
portant for good user-DSS team performance that they have a SMM. In this paper
we make precise what it means for a user and DSS to have a SMM. This can be
used as the basis for analyzing to what extent a DSS supports the achievement of
a SMM, or to design a DSS such that it does this. We apply our framework to a
particular negotiation support system, using it to analyze to what extent this DSS
facilitates the achievement of a SMM. We propose that the addition of explana-
tion facilities to the DSS can improve sharedness in the user-DSS team.

1 Introduction

Decision support systems (DSSs) are interactive computer systems that aid users in
judgement and choice activities [5]. The user and the DSS cooperate, to structure the
decision problem and make a choice. We observe that the user and the DSS can be
viewed as a team whose goal is to make a (good) decision.

It is known from social psychology research that team performance improves if
team members have a shared understanding of the task that is to be performed and of
the involved teamwork, i.e., if team members have a so-called shared mental model
(SMM). SMMs are defined in [3] as:

knowledge structures held by members of a team that enable them to form
accurate explanations and expectations for the task, and, in turn, coordinate
their actions and adapt their behavior to demands of the task and other team
members.

We argue that research on SMMs is not only relevant for human teams, but also for
human-DSS teams. In other words, we expect that improving user-DSS teams’ SMM
will improve their team performance. User-DSS teams form a specific kind of team.
Most notably, a user-DSS team consists of a human team member and a software agent,
while human-only teams have been the focus of SMM research. This also results in each
team member having its own, complementary capabilities. For example, compared to
the DSS, the user possesses more general world knowledge, whereas, compared to the
user, the DSS has superior computational abilities. Moreover, it is a hierarchical team



in which the DSS supports the user. The user makes the final decision, for which she is
responsible1.

In this paper we make precise what it means for a user and DSS to have a SMM. This
can be used as the basis for analyzing to what extent a DSS supports the achievement
of a SMM, or to design a DSS such that it does this. To be more specific, we analyze
the user-DSS task and team, based on existing categories of mental models from SMM
theory [3] (Section 2). This allows us to determine what knowledge is relevant for this
task and team. We use this analysis to make precise what a SMM is in the context of
user-DSS teams, based on the identification of two types of sharedness that we consider
relevant in user-DSS teams (Section 3). We discuss how sharedness can be achieved and
maintained in Section 4. In Section 5 we apply our framework to a particular negotiation
support system by using it to analyze to what extent this DSS facilitates the achieve-
ment of a SMM. We propose that the addition of explanation facilities to the DSS can
improve sharedness in the user-DSS team, where our framework helps determine the
requirements for such explanations. We conclude the paper in Section 6.

2 Analysis of User-DSS Task and Team

In this section we analyse user-DSS teamwork, based on the mental model categories
defined in [3]: task, equipment, team members2 and team interaction. For each mental
model, we discuss its contents, given the user-DSS teamwork context.

2.1 Task

The knowledge content of the task model concerns task procedures, strategies, likely
contingencies, and environmental conditions [3]. In user-DSS teamwork, the task is
decision making, and thus involves decision making knowledge. H.A. Simon identified
three phases in the decision making process: intelligence, design and choice [16]. In the
intelligence phase, the problem or opportunity is identified. In this phase, the decision
problem and its domain are defined.

In the design phase, a decision model is constructed. This involves identifying the
important criteria for the decision process and for the decision result, and construct-
ing the available options. A decision model and its variables represent preferences over
decision criteria, available options and a measure of uncertainty over the variables in-
fluencing decision process and result [5]. We note that the preferences in the decision
model are often those of the user, as she is the decision maker. However, the preferences
may also be determined by external parties. For example, in managerial decisions, the
preferences may be determined by the user’s superiors.

In the choice phase, the available options are evaluated, taking into account pref-
erences over decision criteria and measures of uncertainty, after which the best deci-
sion option is selected. In this phase a strategy or choice method is needed, to make

1 Here, we assume the user always remains in control of the final decision. We do not discuss
cases of adjustable autonomy [15].

2 We refer to the team mental model as the team member mental model, to avoid confusion with
the concept of team mental model as used in, for example: [12].
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a choice amongst the available options. Thus, the knowledge about ‘task procedures’
and ‘strategies’ consists of the above described decision making knowledge. ‘Likely
contingencies’ are taken into account by the measures of uncertainty mentioned above.
Furthermore, we take ‘environmental conditions’ to mean the relevant knowledge about
the current state of the environment, as well as relevant previous states.

2.2 Equipment

The knowledge content of this model concerns equipment functioning, operating proce-
dures, system limitations, and likely failures [3]. For any equipment that the user-DSS
team makes use of, these four knowledge elements are needed. Although the DSS can
be viewed as technology or equipment, we view it as a team member, and thus do not
consider knowledge about the DSS to be part of this category.

2.3 Team Members

The knowledge content of this mental model concerns knowledge, skills, strengths,
limitations, preferences and tendencies of teammates [3]. We combine the ‘skills’ and
‘strengths’ elements, as for our purposes, these are quite similar. Additionally, for now
we leave out the ‘tendencies’, as this is a more subtle aspect that is relevant for human-
human interaction, whereas for human-agent interaction it is less clear how this applies.
In the following we discuss these knowledge content elements in the context of user-
DSS teams.

Knowledge: The user and the DSS typically possess partially distinct knowledge.
For example, the user has a wealth of knowledge about world, about interacting with
other humans and about her own preferences. The user likely possesses certain deci-
sion making knowledge such as knowledge about the domain and the available options.
The DSS has specific decision making knowledge about how to structure the decision
problem, and has one or more choice methods.

Skills and strengths: The user and the DSS have different, complementary skills.
For example, the user can interact easily with the world, and gather external knowledge
about current state of the environment. The user has emotions that in some cases can
help decision making [4]. The DSS is a specialist in the decision making task it was
built for. It has good memory, superior computational abilities and remains rational.

Limitations: The user need not be a specialist in the task, has emotions and thus
may not always be rational, has limited (working) memory and limited computational
power. The reasoning of the DSS is limited to the task it is built for. It may not be able
to adapt to new domains or contingencies. The user and the DSS thus, to a large extent,
have complementary skills and limitations.

Preferences: The user has preferences that may be key to the decision making pro-
cess. In this case, they should be part of the task mental model. The user may also have
other preferences that relate more to the interaction style she prefers, in other words,
preferences related to team interaction, not task. These should then be part of the team
member mental model. The DSS does not have preferences.
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2.4 Team interaction

The knowledge content of this model concerns roles/responsibilities, communication
channels, interaction patterns, information flow, role interdependencies and information
sources [3]. For each element of the knowledge content, we discuss what its contents
are in the context of user-DSS teams.

Roles/responsibilities: Based on their complementary capabilities, each team mem-
ber has a specific role and corresponding responsibilities. The role of the user is to pro-
vide the DSS with the required information, and other tasks such as interaction with
other humans. The user is responsible for making the final decision and for its con-
sequences. The role of the DSS is to assist in structuring the decision, provide choice
advice, request necessary information from the user and help the user understand the
process and construct domain and preferences.

Communication channel: An important characteristic of user-DSS teams is that
the interaction takes place via a user interface. Thus, the set of interactions is limited to
those that are allowed by the user interface. This sets this type of teamwork apart from
human teamwork, where interactions are not necessarily as constrained.

Interaction patterns and information flow: The interaction between user and DSS
starts when the user has a decision to make, and requests assistance from the DSS. To-
gether, the DSS and the user identify the decision problem and its domain (intelligence
phase), construct the decision model (design phase) and make a choice (choice phase).

In the intelligence phase, the user informs the DSS of relevant domain and decision
knowledge she has access to. The DSS provides information to the user about struc-
turing the decision problem, about the domain and decision knowledge it has, why and
when it requires information from the user, extra information that helps the user under-
stand the decision problem, etc.

In the design phase, the user provides information on, for example, preferences,
environmental conditions and available options. The DSS provides information about
the decision model it constructs, and again, any additional information that helps the
user understand the decision problem and the DSS functioning and interaction.

In the choice phase, we come across an interesting characteristic of this type of de-
cision making, due to the hierarchical nature of the team. Because the DSS has superior
computational abilities, it can often more easily evaluate the options and choose what it
believes to be the best one. However, because the user remains responsible for the deci-
sion making, the DSS ‘decision’ is merely advice that is presented to the user. The user
must then evaluate this advice, and make the final decision to either accept the advice,
or choose another option.

Role interdependencies: The user relies on the DSS to help her structure the deci-
sion and provide advice, in other words, to take over some of the reasoning. The DSS
usually requires user input on, for example, domain, preferences, environmental condi-
tions. It also relies on the user to make the final decision.

Information Sources: The user and the DSS may use additional information sources.
For example, some DSSs assist decision making by integrating various sources of in-
formation such as external databases.
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3 Sharedness in User-DSS Teams

In this section, we use the analysis of user-DSS teamwork as performed in the previous
section, to make precise what a SMM is in the context of user-DSS teams. This can
be used as the basis for analyzing to what extent a DSS supports the achievement of a
SMM, or to design a DSS such that it does this.

First we identify two types of sharedness, based on the observation that DSSs often
do not have explicit mental models about certain aspects of the teamwork (Section 3.1).
Second, we discuss for each mental model category which type of sharedness applies
and which knowledge should be shared and what can remain distributed (Section 3.2).

3.1 Types of Sharedness

As mentioned previously, we expect appropriate shared knowledge between user and
DSS to improve team performance. However, as different definitions of ‘shared’ are
possible, it is important to define what is meant by this term [2]. For user-DSS teams,
we distinguish two types of sharedness.

In Type 1, the mental models of team members are compared directly and shared-
ness is defined as the extent to which these mental models overlap (see Fig. 1: Arrow
1). Type 2 stems from the observation that in user-DSS teams, we cannot always di-
rectly compare the mental models of these team members, because the DSS does not
always have explicit mental models. For example, the DSS does not always have a men-
tal model of itself and the interaction; in this case, the relevant knowledge is implicitly
present in the DSS design. In such situations, we compare the mental model of the user
directly to the DSS design (see Fig. 1: Arrow 2). This comparison determines if the
user’s mental model is an accurate (or at least, compatible) representation of the DSS.

These two ways of comparing mental models are similar to the approach taken
in [1], where a distinction is made between comparing mental models directly, and
comparing a mental model of one agent with the beliefs another agent has about this
mental model.

  MM

User

MM

DSS

1

2

DSS

MM

Fig. 1. Two types of sharedness. Type 1 involves comparing the user’s mental model to the DSS’s
mental model. Type 2 involves comparing the mental model the user has of the DSS (or the
user-DSS interaction), to the DSS itself.
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3.2 Desired Shared Mental Model

It cannot be expected that user and DSS have identical knowledge, nor is it desirable,
since user and DSS have distinct roles and distinct skills (see Section 2.3). Within the
context of heterogeneous teams with distinct roles, of which user-DSS teams are a good
example, too much overlap in knowledge can result in redundancy and inefficiency,
and contribute to sub-optimal use of resources [14]. Nevertheless, because of their role
interdependencies, some knowledge must be shared, to ensure that the user and the DSS
have a general shared understanding about the task.

The idea that some, but not all, knowledge should be shared between user and sys-
tem, is in line with the findings of a study on explanation in knowledge based systems
(KBSs) [13]. The authors found that users requested explanation only when deemed
necessary and essential for task completion. Such explanation requests were triggered
by perceived anomalies in KBS output. In other words, users usually only requested
information when they did not understand KBS output that was important for task com-
pletion.

We will now discuss, for each mental model category, which type of sharedness
applies, and what knowledge should be shared and what can remain distributed. We
call the knowledge of a mental model that should be shared the desired SMM.

Task mental model: Both user and DSS have a mental model of the task, thus,
sharedness Type 1 applies here. Which knowledge elements of the task mental model
should be shared or remain distributed depends largely on the specific domain and con-
text.

In general, the DSS will have more detailed knowledge about the task, as it is built
specifically for it. However, because the user is responsible for some of the DSS input,
and for the final decision, some general task knowledge should be shared. For example,
given the correct input, the DSS can calculate the entire option space. The user often
cannot, and need not, keep track of all the available options. Nevertheless, some of this
knowledge should be shared with the user, as the user will have difficulty making the
final decision without some idea of the available options.

Equipment mental model: The user and the DSS should have a mental model of
any equipment that is relevant for their part of the task. Thus, here, mental models can
be compared directly, and therefore, the sharedness for this mental model category is of
Type 1. For this mental model, we also see that detailed knowledge often resides with
one team member, but general knowledge is shared. That is, the user and DSS each
need a detailed mental model of the equipment that they themselves use. By contrast,
if a team member does not operate certain equipment, but its results are relevant for the
task, (only) some general knowledge about the equipment should be shared.

Team member mental model: As there are two team members, we consider two
different mental models, one concerning the DSS and one concerning the user. First,
we consider the team member mental model concerning the DSS. We observe that the
user should have such a mental model. However, as most DSSs are not able to explic-
itly reason about their own knowledge and abilities, the DSS usually does not have an
explicit model of itself. Thus, Type 2 sharedness applies here: the mental model that
the user has of the DSS is compared directly to the DSS (design). The user’s mental
model of the DSS need not contain every detail about the DSS. Rather, it should con-
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tain sufficient information about DSS knowledge, skills/strengths, limitations, so that
team performance can be successful. This is thus the desired SMM.

Second, we consider the team member mental model concerning the user. We as-
sume that the user has a mental model of herself, in so far that she is explicitly aware
of her own knowledge, skills, limitations and preferences. If the DSS does not have an
explicit user model, there is Type 2 sharedness: the mental model of the user about her-
self can be compared to the user characteristics as integrated into the DSS design. That
is, the DSS is typically built with certain intended users in mind. Certain characteristics
of these intended users are integrated into DSS design. For example, a medical DSS
intended for doctors will be built differently from a medical DSS that has laymen as
intended users. We note that in this case the level of sharedness cannot be changed, as
the intended user characteristics built into the DSS cannot be changed, nor can the user
adapt her mental model about herself to fit these intended user characteristics.

If the DSS does have an explicit user model, Type 1 sharedness applies, where the
DSS’s mental model of the current user is compared to the mental model the user has
of herself. The former can be used to create more sharedness between the DSS and
the user regarding this team member mental model, as knowledge about current user
characteristics allows the DSS to adapt the interaction to this user (see e.g., [8]). . For
the team member mental model concerning the user, the desired SMM contains the user
characteristics (knowledge, skills, limitations, preferences) relevant for adaptation. For
example, if the DSS should be able to adapt to the user’s expertise level, it should have
knowledge about this expertise level. Any other user characteristics remain distributed,
residing with the user.

Team interaction mental model: The user has a mental model of the interaction,
whereas the DSS usually does not have such an explicit mental model. Thus, also here,
Type 2 sharedness applies. The user’s mental model of team interaction is compared
with the team interaction as integrated into DSS design. Again, the user needs sufficient
team interaction information to achieve successful interaction. This is the desired SMM.

4 Achieving Sharedness

The SMM framework presented in the previous sections provides a basis for determin-
ing what knowledge should be shared between user and DSS. The next step is to address
how such sharedness can be achieved and maintained. We define a discrepancy to be a
lack of sharedness regarding a knowledge element. As discrepancies may also exist for
elements that need not be shared, we will sometimes use the term ‘problematic discrep-
ancy’ to emphasize that we are referring to a discrepancy regarding an element of the
desired SMM.

To achieve the desired SMM, problematic discrepancies should be resolved. First
the discrepancy must be detected, then it can be resolved by adapting (one of) the men-
tal models. We argue that explanation capabilities on the part of the DSS are important
for achieving sharedness in mental models. That is, a DSS should be able to explain to
the human user its reasoning and the input upon which it bases its reasoning. Expla-
nation has been studied in the context of expert systems [11] and is increasingly being
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investigated in a wide variety of intelligent systems such as intelligent virtual agents [6]
and recommender systems [17].

Explanation can serve various purposes, such as improving effectiveness, increas-
ing the user’s trust in the system and improving transparency of the system [17]. We are
particularly interested in the latter, as this facilitates detecting and resolving discrep-
ancies between mental models of DSS and user. Transparency means explaining how
the system works, thus giving the user a better understanding of the DSS’s reasoning
process. This allows the user to detect any discrepancies between the mental models,
and subsequently to resolve these by updating the mental models where necessary. Our
framework can form a basis for these explanations, determining what should be shared,
and thus what should be explained. That is, when adding an explanation facility to a
DSS, our framework can be used to determine the requirements for the explanations.
Such an explanation facility should provide the transparency necessary to detect and
resolve problematic discrepancies. Hence, the explanations should be targeted at the
content of the desired SMM.

5 Case Study: Negotiation Support System

In this section we apply our SMM framework to a concrete DSS: the Pocket Nego-
tiator [7]. The Pocket Negotiator is a negotiation support system (NSS). Its aim is to
provide focus and structured support for the negotiation process, increasing the user’s
capacity for structuring and exploring the negotiation space, and reducing the cognitive
task load while doing so. The Pocket Negotiator currently exists as a web applica-
tion protoype (demo video: http://mmi.tudelft.nl/?q=node/40). This pro-
totype guides the user through the four major stages that can be discerned in integrative
negotiation: private preparation, joint exploration, bidding, and closing. The actual de-
cision making occurs during the bidding stage, when the user must make a decision
about about what bid to place next, or whether to accept the opponent’s bid.

Using our framework, we provide some examples that illustrate the extent to which
this DSS supports the achievement of a SMM, and where there is room for improve-
ment. These examples also illustrate how explanation can improve sharedness.

Task mental model: As a first example, we look at user preferences. In the Pocket
Negotiator, user preferences are elicited and visible in the preparation and exploration
phase. This part of the interface has been designed to help the user explicate her prefer-
ences, and to allow sharing this information with the NSS, thereby facilitating achieve-
ment of sharedness.

However, during the bidding phase, the user preferences are only implicitly visible
in an overall utility rating per bid. The Pocket Negotiator uses the user preferences
to determine a utility function, which assigns a utility value to each available option.
The link between the user preferences and the assigned bid utility is not very clear,
making it difficult for the user to monitor if the DSS has a correct mental model of
user preferences and the corresponding utility function. This could be improved using
explanation, to maintain sharedness regarding preferences and utility function (cf. [10]).
Sharedness regarding user preferences is important, because these preferences form
the basis for the choice strategy. If the DSS has incorrect information regarding the

8



user’s preferences (a problematic discrepancy), it will not be able to provide appropriate
advice.

An example of a knowledge element for which sharedness is clearly not facilitated
in the Pocket Negotiator, is the strategy. The Pocket Negotiator does not make clear
to the user what kind of strategy it is using. Also, the user has no option to choose a
strategy, and thus cannot achieve sharedness in this manner. This lack of sharedness
regarding strategy makes it difficult for the user to understand the Pocket Negotiator’s
advice, giving rise to a problematic discrepancy. If the Pocket Negotiator were to ex-
plain how it used the decision model and choice strategy to come to its advice, it would
be easier for the user to evaluate the advice. Here of course, the Pocket Negotiator need
not share all the details of the choice strategy it uses. The choice strategy involves a
number of calculations, which the user does not need to understand fully. It should be
possible to provide a reasonable explanation to the user, without going in to the details
of the calculations.

Team member mental model concerning user: The Pocket Negotiator design has
taken into account the knowledge, abilities and limitations of its intended users. For
example, the preference elicitation interface takes into account that users often find it
easier to think about their interests than their specific preferences per issue. However,
the Pocket Negotiator does not store any knowledge about the current user that it could
use for adaptivity purposes. If the Pocket Negotiator were able to have a mental model
of the user’s level of expertise, and adapt accordingly, this could greatly improve the
team performance. For example, novice users may need more explanation to gain suffi-
cient understanding of the decision problem, whereas expert users might get frustrated
by too much explanation. Indeed, research has found that novices and experts have
different ways of making use of explanations [13].

6 Conclusion

In this paper we have made precise what it means for a user and a DSS to have a SMM.
We analyzed the task and team, to specify the relevant knowledge. Subsequently, we
specified what we mean by ‘shared’, defining two types of sharedness that are relevant
for user-DSS teams. We then proceeded to describe what knowledge should be shared
between user and DSS, and what knowledge can remain distributed. A case study of an
NSS illustrated our approach, where we identified explanation as suitable for improving
sharedness. Our work can be used as the basis for analyzing to what extent a DSS
supports the achievement of a SMM, or to design a DSS such that it does this.

In future work we plan to perform a more elaborate case study. This should include
user studies to determine the effect of (different kinds of) explanation on sharedness,
and to determine if improved sharedness indeed improves user-DSS team performance.
In order to perform such user studies, we must first define ways in which to measure
sharedness beween user and DSS, to be developed on the basis of [9].
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