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Abstract. The notion of a shared mental model is well known in the literature
regarding team work among humans. It has been used to explain team function-
ing. The idea is that team performance improves if team members have a shared
understanding of the task that is to be performed and of the involved team work.
We maintain that the notion of shared mental model is not only highly relevant
in the context of human teams, but also for teams of agents and for human-agent
teams. However, before we can start investigating how to engineer agents on the
basis of the notion of shared mental model, we first have to get a better under-
standing of the notion, which is the aim of this paper. We do this by investigating
which concepts are relevant for shared mental models, and modeling how they
are related by means of UML. Through this, we obtain a mental model ontology.
Then, we formally define the notion of shared mental model and related notions.
We illustrate our definitions by means of an example.

1 Introduction

The notion of a shared mental model is well known in the literature regarding team work
among humans [6,3,22,21]. It has been used to explain team functioning. The idea is
that team performance improves if team members have a shared understanding of the
task that is to be performed and of the involved team work.

We maintain that shared mental model theory as developed in social psychology, can
be used as an inspiration for the development of techniques for improving team work in
(human-)agent teams. In recent years, several authors have made similar observations.
In particular, in [27] agents are implemented that use a shared mental model of the task
to be performed and the current role assignment to proactively communicate the infor-
mation other agents need. Also, [25] identify “creating shared understanding between
human and agent teammates” as the biggest challenge facing developers of human-
agent teams. Moreover, [20,19] identify common ground and mutual predictability as
important for effective coordination in human-agent teamwork.

In this paper, we aim to lay the foundations for research on using shared mental
model theory as inspiration for the engineering of agents capable of effective team-
work. We believe that when embarking on such an undertaking, it is important to get
a better understanding of the notion of shared mental model. In this paper, we do this
by investigating which concepts are relevant for shared mental models (Section 2), and



modeling how they are related by means of UML (Section 3). Through this, we obtain
a mental model ontology. Then, we formally define the notion of shared mental model
using several related notions (Section 4). We illustrate our definitions by means of an
example in Section 5 and discuss related work in Section 7.

2 Exploration of Concepts

This section discusses important concepts related to the notion of shared mental models.

2.1 Working in a Team

An abundance of literature has appeared on working in teams, both in social psychology
as well as in the area of multi-agent systems. It is beyond the scope of this paper to
provide an overview. Rather, we discuss briefly how work on shared mental models
distinguishes aspects of teamwork. Since we are interested in shared mental models,
we take their perspective on teamwork for the analyses in this paper. We do not suggest
that it is the only (right) way to view teamwork, but it suffices for the purpose of this
paper.

An important distinction that has been made in the literature on shared mental mod-
els, is the distinction between task work and team work (see, e.g., [6,22]). Task work
concerns the task or job that the team is to perform, while team work concerns what has
to be done only because the task is performed by a team instead of an individual agent.
In particular, task work mental models concern the equipment (equipment functioning
and likely failures) and the task (task procedures and likely contingencies). Team work
mental models concern team interaction (roles and responsibilities of team members,
interaction patterns, and information flow), and team members (knowledge, skills, and
preferences of teammates).

2.2 Mental Models

In order to be able to interact with the world, humans must have some internal repre-
sentation of the world. The notion of mental model has been introduced to refer to these
representations. A mental model can consist of knowledge about a physical system that
should be understood or controlled, such as a heat exchanger or an interactive device
[11]. The knowledge can concern, e.g., the structure and overall behavior of the sys-
tem, and the disturbances that act on the system and how these affect the system. Such
mental models allow humans to interact successfully with the system.

Different definitions of mental models have been proposed in the literature (see,
e.g., [9] for a discussion in the context of system dynamics). In this paper, we use the
following often cited, functional definition as proposed in [24]:

Mental models are the mechanisms whereby humans are able to generate de-
scriptions of system purpose and form, explanations of system functioning and
observed system states, and predictions of future system states.



Central to this definition is that mental models concern a system and that they serve the
purpose of describing, explaining, and predicting the behavior of the system.

Another important view of mental models was proposed in [17]. The idea proposed
there focuses on the way people reason. It is argued that when people reason, they do
not use formal rules of inference but rather think about the possibilities compatible with
the premises and with their general knowledge. In this paper, we use the definition of
[24] because as we will show, it is closely related to the definition of shared mental
model that we discuss in the next section.

2.3 Shared Mental Models

Mental models have not only been used to explain how humans interact with physical
systems that they have to understand and control, but they have also been used in the
context of team work [6,22]. There the system that mental models concern is the team.
The idea is that mental models help team members predict what their teammates are go-
ing to do and are going to need, and hence they facilitate coordinating actions between
teammates. In this way, mental models help explain team functioning.

Mental models have received a lot of attention in literature regarding team perfor-
mance. Several studies have shown a positive relation between team performance and
similarity between mental models of team members (see, e.g., [3,22,21]). That is, it is
important for team performance that team members have a shared understanding of the
team and the task that is to be performed, i.e., that team members have a shared mental
model. The concept of shared mental model is defined in [6] as:

knowledge structures held by members of a team that enable them to form
accurate explanations and expectations for the task, and, in turn, coordinate
their actions and adapt their behavior to demands of the task and other team
members.

Shared mental models thus help describe, explain and predict the behavior of the team,
which allows team members to coordinate and adapt to changes. In [6], it is argued that
shared mental model theory does not imply identical mental models, but “rather, the
crucial implication of shared mental model theory is that team members hold compati-
ble mental models that lead to common expectations for the task and team.”

In correspondence with the various aspects of teamwork as discussed above, it has
been argued that multiple different types of shared mental models are relevant for team
performance: shared mental models for task work (equipment model and task model)
and for team work (team interaction model and team member model) [6,22].

In this paper, we are interested in the notion of shared mental model both in hu-
mans and in software agents, but at this general level of analysis we do not distinguish
between the two. Therefore, from now on we use the term “agent” to refer to either a
human or a software agent.

3 Mental Model Ontology

We start our analysis of the notion of shared mental model by analyzing the notion
of mental model. We do this by investigating the relations between notions that are



essential for defining this concept, and provide UML? models describing these relations.
The UML models thus form a mental model ontology. This means that the models are
not meant as a design for an implementation. As such, attributes of and navigability
between concepts is not specified. For example, we model that a model concerns a
system by placing a relation between the concepts. But that does not mean that if one
would build an agent with a mental model of another agent, that the first would be able
to navigate to the contents of the mind of the other agent. We have devided the ontology
in three figures for reasons of space and clarity of presentation. We have not duplicated
all relations in all diagrams to reduce the complexity of the diagrams.

We use UML rather than (formal) ontology languages such as frames [23] or de-
scription logics [2], since it suffices for our purpose. We develop the ontology not for
doing sophisticated reasoning or as a design for a multi-agent system, but rather to get a
better understanding of the essential concepts that are involved and their relations. Also,
the developed ontologies are relatively manageable and do not rely on involved concept
definitions. We can work out more formal representions in the future when developing
techniques that allow agents to reason with mental models.

We present the UML models in three steps. First, since the concept of a mental
model refers to systems, we discuss the notion of system. Then, since shared mental
models are important in the context of teams, we show how a feam can be defined as a
system. Following that, we introduce the notion of agent into the picture and show how
the notions of agent, system, and mental model are related.

In UML, classes (concepts) are denoted as rectangles. A number of relations can be
defined between concepts. The generalization relation is a relation between two con-
cepts that is denoted like an arrow. This relation represents a relationship between a
general class and a more specific class. Every instance of the specific class is also an
instance of the general class and inherits all features of the general class. A relation-
ship from a class A to class B with an open diamond at side one of the ends is called
a shared aggregate, defined here as a part-whole relation. The end of the association
with the diamond is the whole, the other side is the part. Because of the nature of this
relationship it cannot be used to form a cycle. A composite aggregation is drawn as an
association with a black diamond. The difference with a shared aggregation is that in a
composite aggregation, the whole is also responsible for the existence, persistence and
destruction of the parts. This means that a part in a composite aggregation can be related
to only one whole. Finally, a relationship between two concepts that is represented with
a normal line, an association, can be defined. The nature of this relationship is written
along the relationship. This can either be done by placing the name of the association in
the middle of the line or by placing a role name of a related concept near the concept.
The role name specifies the kind of role that the concept plays in the relation. Further,
numbers can be placed at the ends of the shared aggregation, composite aggregation
and associations. They indicate how many instances of the related concepts can be re-
lated in one instance of the relationship. Note that we have not duplicated all relations
and concepts in all figures. This is done to keep the figures of the separate parts of our
conceptualization clean.

http://www.omg.org/spec/UML/2.2/



3.1 System

The previous section shows that the concept of a mental model refers to systems. In
this section, we further analyze the notion of system in order to use it to define a team
as a system. For this purpose, the basic definition provided by Wikipedia* suffices as
a point of departure: A system is a set of interacting or independent entities, real or
abstract, forming an integrated whole. This definition captures the basic ingredients of
the notion of system found in the literature (see, e.g., [10]), namely static structures
within the system as well as the dynamic interrelations between parts of the system.
Our conceptualization of systems is supported by the UML diagram in Figure 1.
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The upper-right corner of the diagram depicts that a system may be a composite, i.e.,
it may be composed of other systems. This modeling choice makes it easier to define in

“http://en.wikipedia.org/wiki/System



the following section the notion of team as a system. In particular, the compositionality
of the concept system in terms of other systems makes the compositionality of mental
models straightforward in the next sections. Regarding the definition, this part addresses
the sub-phrase that a system is a set of entities.

The system forms an integrated whole, according to the definition. Therefore, the
whole shows behavior. As we do not distinguish between natural or designed systems,
living or otherwise, we chose behavior to represent the dynamics of the system as a
whole. Note that we further distinguish between reasoning behavior and acting behav-
ior. Not all systems will show both forms of behavior. Acting behavior refers to either
actions or interactions. An action is a process that affects the environment of the sys-
tem and/or the composition of the system itself. Interaction is a process with which a
sub-system of the system (or the system as a whole) affects another sub-system of the
system. Communication is a special form of interaction, in which the effect of the inter-
action concerns the information state of the other element. Communication is a term we
restricted for the information-based interaction between two agents. The term reasoning
behavior is also reserved for agents. The concept “context” refers to both the environ-
ment of the system as well as the dynamics of the situation the system is in. The system
executes its actions in its context. Thus one context is related to multiple actions.

3.2 Team as a System

The notion of system is central to the definition of mental model. In the context of
shared mental models we are especially interested in a certain kind of system, namely
a team. According to the definition of system, a team can be viewed as a system: it
consists of a set of interacting team members, forming an integrated whole.

As noted above, several aspects are relevant for working in a team. We take as a
basis for our model the distinction made in [6,22]. As noted in Section 2.1, we by no
means claim that this is the only suitable definition of a team or that it captures all
aspects. We start from this research since it discusses teams in the context of shared
mental models. The most important realization for the sequel is that we define a team
as a system and that it has as a set of team members that are agents. Other aspects of
the team definition can be varied if nessecary.

The following aspects are distinguished: equipment and task (related to task work),
and team interaction and team members (related to team work). In our model, we in-
clude these four aspects of working in a team. However, we divide them not into team
work and task work, but rather into physical components and team activity, where team
members and equipment are physical components and task and team interaction are
team activities The reason for making this distinction is that we argue that physical
components can in turn be viewed as systems themselves, while team activities can-
not, as reflected by the link from physical components to system in Figure 2 below.
Moreover, we make another refinement and make a distinction between a task and rask
execution. We argue that task execution is a team activity, even though a task might be
performed by only one team member. The task itself describes what should be executed.
The concept task is also linked to equipment, to express the equipment that should be
used for executing the task, and to team member, to describe which team members are
responsible for a certain task.



We link this conceptualization of the notion of team to the general notion of system
of Figure 1 by defining a team activity as a kind of acting behavior, and more specifi-
cally team interaction as a kind of interaction.’ We see team interaction as interaction
induced by executing the team activity. Moreover, by defining that physical compo-
nents are systems, we can deduce from Figure 1 that they can have interactions with
each other. Moreover, by defining a team member as an agent, we can deduce from Fig-
ure 1 that team members can have reasoning behavior and that they can communicate.
The reasoning of a team is built up from the interaction between team members and the
individual reasoning of these team members during the interaction. A fully specified ex-
ample of two agents Arnie and Bernie that have to cooperate to solve an identification
task is provided in [18]. It contains examples of team reasoning.

These considerations are reflected in the UML model of Figure 2.

3.3 Mental Model

Now that we have conceptualized in some detail the notion of system and of a team as
a system, we are ready to zoom in on the notion of mental model.

As noted above, mental models are used by humans, i.e., humans have mental mod-
els. However, since in this paper we use the notion of agent as a generalization of human
and software agent, here we consider that agents have mental models. Moreover, a men-
tal model concerns a system. The basic structure of how mental models are related to
systems and agents is thus that an agent has mental models and a mental model concerns
a system.

However, we make several refinements to this basic view. First, we would like to
express where a mental model resides, namely in the mind of an agent. As such, men-
tal models can be contrasted with physical models. In order to do this, we introduce
the notion of a model, and define that physical models and mental model are kinds of
models. Both kinds of models can concern any type of system. A nice feature of this
distinction is that it allows us to easily express how the notion of extended mind [7] is
related. The notion of extended mind is being developed in research on philosophy of
mind, and the idea is that some objects in the external environment of an agent, such as
a diary to record a schedule of meetings or a shared display, are utilized by the mind
in such a way that the objects can be seen as extensions of the mind itself. The notion
is relevant to research on shared mental models because agents in a team may share an
extended mind, and through this obtain a shared mental model [3].

Another aspect that we add to the conceptualization, is the notion of goal to express
that a mental model is used by an agent for a certain purpose, expressed by the goal of
the model.

This is captured in the UML model of Figure 3.

Given this conceptualization, we can express that an agent can have a mental model
of a team. An agent can have a mental model, since it has a mind and a mind can have

5> We could have distinguished “interaction” as a description of an activity from the “perfor-
mance of the interaction”, similarly to the distinction between task and task execution. This is
done in the case of task (execution) to be able to express that a team member is responsible for
a task, which when executed becomes a team activity. We omit this distinction for interaction
for reasons of simplicity.
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mental models. A mental model can concern a team, since a mental model is a model
and a model concerns a system, and a team is a kind of system. However, since team
interaction is not by itself a system (see previous subsection), our model does not allow
to express, for example, that the agent has a team interaction mental model. What our
conceptualization does allow to express, is that the team mental model has a part that
describes team interaction, since the team mental model concerns a team, and a team has
team interaction. According to our model, we thus cannot call this part a mental model.
However, we will for the sake of convenience refer to that part as a team interaction
model (and similarly for the other parts of a team mental model). This is in line with
[6,22], where the parts of a team mental model are called mental models themselves.
We have modelled the relation between team and team member as a normal association
instead of by an aggregation because modelling this relation as an aggregation would
mean that an agent’s mind is part of a team, which does not conform to intuition.
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3.4 Accuracy of Models

In research on shared mental models, the relation of both accuracy® and similarity of
mental models to team performance has been investigated [21]. As noted in [22], “sim-
ilarity does not equal quality - and teammates may share a common vision of their
situation yet be wrong about the circumstances that they are confronting”.

We suggest that the notions of accuracy and similarity not only have different mean-
ings, but play a different role in the conceptualization of shared mental models. That is,
the notion of accuracy of a mental model can be defined by comparing the mental model
against some standard or “correct” mental model, i.e., it does not (necessarily) involve
comparing mental models of team members. Depending on what one views as a correct
model one gets a different notion of accuracy. We have defined two such notions below.
The notion of similarity, on the other hand, does involve comparing mental models of
team members. Although both accuracy and similarity affect team performance [21],
we maintain that conceptually, only similarity is to be used for defining the notion of
shared mental model. We therefore discuss accuracy informally, and omit the formal-
izations. We discuss accuracy and similarity with respect to models in general, rather
than to only mental models.

We identify two kinds of accuracy, depending on what one takes to compare the
model with. The first is what we call system accuracy, which assumes that one has a
“bird’s eye view” of the system and can see all relevant aspects, including the mental
models of agents in the system. In general, this is only of theoretical relevance, since one

® Here, accuracy is meant in the sense of “freedom from errors”, not in the sense of exactness.



typically has limited access to the various parts of a system.” Another notion of accuracy
that is easier to operationalize, is expert accuracy. In expert accuracy, the idea is to
compare a model to an expert model (see e.g. [21] for an example of how to obtain an
expert model). Expert accuracy may be defined as the extent to which the model agrees
(see Section 4.2) with the expert model. This then assumes that the expert has a correct
model. In research on shared mental models, this is the approach taken to determine
accuracy of mental models of team members [21]. That work also describes how this
can be operationalized. If the questions we pose to the model should result in a set of
answers, then the measures of precision, defined as the number of relevant documents
retrieved by a search divided by the total number of existing relevant documents, defined
as the number of relevant documents retrieved by a search divided by the total number
of existing relevant documents and recall from the field of information retrieval are
good ways to measure the accuracy of the answers [5]. However, in this paper we have
only considered questions with single answers.

4 Similarity of Models

As we suggested in the previous section, the essence of the concept of shared mental
model is the extent to which agents have similar mental models. The word “shared”
suggests full similarity, but this is typically not the case. Rather, we propose that mea-
sures of similarity should be used, which allow the investigation of when models are
similar enough for a good team performance, or, in general, good enough for achieving
certain goals. We introduce a formal framework in order to be able to express several
definitions of notions of similarity. We define sharedness in terms of those notions.

4.1 Formal Framework

The definitions of similarity are based on the concepts and their relations as discussed
above. The basic concept that we use in all definitions is model (Figure 3). We denote a
model typically as M. In this paper, we abstract from the knowledge representation lan-
guage used for representing the model. Depending on the context, different languages
may be chosen. For example, when investigating shared mental models in the context
of cognitive agent programming languages (see, e.g., [14]), the knowledge representa-
tion language of the respective language can be used. In that context, following Figure
3, the agent is programmed in an agent programming language, it has a mind which is
represented by the agent program, this mind can contain mental models which would
typically be represented in the so-called mental state of the agent, these mental models
concern systems, which can in particular be the team of which the agent is a part.

In order to define to what extent a model is similar to another model, we need to
express the content of the model. Depending on which system the model concerns,
the content may differ. In particular, in case of mental models concerning a team, the
content would represent information about the physical components and activity of the

7 In a multi-agent system where one has access to the environment and internal mental states of
all agents, one would be able to obtain all necessary information.



team, which in turn consist of information about equipment and team members, and
about task execution and team interaction (Figure 2).

In order to compare models, one could (in principle) inspect the content of these
models and compare this content directly. However, this is not always practicable, in
particular when considering people: one cannot open up the mind of people to inspect
the content of their mental models. Moreover, not all content of a model is always
relevant. Depending on what one wants to use the model for, i.e., depending on the
goal for which the model is to be used (Figure 3), different parts of the model may
be relevant, or different levels of detail may be needed. For these reasons we propose
to use a set of guestions Q that can be posed to the model in order to determine its
contents, thereby treating the model as a black box. For example, a mental model that is
to be used for weather predictions should be able to answer a question such as what the
weather will be tomorrow in a certain city. A physical model of our solar system should
be able to answer a question such as whether the Earth or Mars is closer to the sun.

Choosing an appropriate set of questions is critical for obtaining useful measures of
similarity. For example, posing questions about the solar system to a model for weather
predictions will not be useful for measuring the similarity of the weather prediction
model to another such model. Moreover, posing only questions about whether it will
rain to a weather prediction model, will not provide a useful measure of the weather
model’s similarity to another model in predicting the weather in general. If the model
concerns a team, the questions will have to concern the team’s physical components and
the team activity (Figure 2). With some mental flexibility one can use questions both
for mental as well as for physical models, as illustrated by the examples provided above
(cf. Figure 3).

Designing a set of questions is also done in research on shared mental models in
social psychology. In that work, researchers commonly assess mental models by pre-
senting respondents with a list of concepts and asking them to describe the strength of
relationships among the concepts [21,22]. These concepts are carefully chosen based
on, for example, interviews with domain experts. The operationalization of our defini-
tions thus requires methods and techniques to determine the appropriate sets of ques-
tions (Q for the team tasks, respecting the characteristics of the domain/environment in
which the team has to function. The methods and techniques we consider important
are those for knowledge engineering and elicitation and should take into account social
theories about team building and team performance (as partly conceptualized in Figure
2). In the definitions that follow, we abstract from the content of models and assume a
set of relevant questions is given. A more thorough investigation of how to define the
set of questions is left for future work.

We write M F answer(a, q) to express that M answers a to question g. As usual,
we use | s | to denote the number of elements of a set s. If the model is represented
using a logical knowledge representation language, - can be taken to be the entailment
relation of the logic. If this is not the case, |- should be interpreted more loosely.

4.2 Definitions

In the following, let My and M, be models concerning the same system, and let )
be the set of questions identified as relevant for the goal for which M; and M, are



to be used. Let T" be a background theory used for interpreting answers. In particular,
equivalence is defined with respect to T'. For example, the answers “1,00 meter” and
“100 centimeter” are equivalent with respect to the usual definitions of units of length.

The first definition of similarity that we provide, is what we call subject overlap.
Subject overlap provides a measure for the extent to which models provide answers to
the set of relevant questions (). These answers may be different, but at least an answer
should be given. We assume that if the answer is not known, no answer is provided.
For example, posing a question about the weather in a certain city to a model of the
solar system would typically not yield an answer. Also, we assume that answers are
individually consistent.

Definition 1 (subject overlap). Let the set of questions for which the models pro-
vide answers (not necessarily similar answers) be OverAns(My, M3, Q) = {q € Q |
Jai,aq : M; & answer(ay, q) and Ms & answer(aq, q)}. Then, we define the level of
subject overlap between the model My and My with respect to set of questions Q) as
SO(My, Ms, Q) =|Over Ans(My, M2, Q)| / |Q|.

Since the literature (see Section 2.3) says that shared mental model theory implies that
team members hold compatible mental models, we define a notion of compatibility
of models. It is defined as the extent to which models do not provide contradictory
answers.

Definition 2 (compatibility). Let the set of questions for which the models provide
incompatible answers be IncompAns(My,M>,Q) = {q € @ | Jaj,a2 : My +
answer(a1,q) and My & answer(as, q) and T, ay,a9 & L}. Then, we define the level
of compatibility between the model M and My with respect to set of questions Q as:
C(My, My, Q) = 1 — (| IncompAns(My, Mz, Q)| / Q)

Note that our definition of compatibility does not investigate more complex ways in
which the set so determined might lead to inconsistencies. Also note that non-overlapping
models are maximally compatible. This is due to the fact that we define incompatibil-
ity based on inconsistent answers. If the models do not provide answers to the same
questions, they cannot contradict, and therefore they are compatible.

Next, we define agreement between models, which defines the extent to which mod-
els provide equivalent answers to questions.

Definition 3 (agreement). Let the set of questions for
which the models agree be AgrAns(My,M>,Q) = {q¢ € @ | Jaj,as : M; +
answer(a1,q) and Ms = answer(az,q) and a1 =1 as}. Then, we define the level of
agreement between the model My and Mo with respect to set of questions Q) as:
A(Mla M2> Q) :| Ag?“ATLS(Ml, MQ) Q) | / |Q ‘

These measures of similarity are related in the following way.

Proposition 1 (relations between measures). We always have that A(My, Ms, Q)
SO(M1, Ms, Q). Moreover, if SO(My,M>,Q) = 1, we have A(M;, Ms,Q)
C(Mla M27 Q)

<
<



Proof. The first part follows from the fact that
AgrAns(My, M3, Q) C Over Ans(M;, Ms, Q). The second part follows from the fact
that if SO(M;, Ma, @) = 1, all questions are answered by both models. Then we have
AgrAns(My, M, Q) C (Q \ IncompAns(My, Ma, Q)), using the assumption that an-
swers are consistent.

Next we define what a shared mental model is in terms of the most important char-
acteristics. The model is a mental model, thus it must be in the mind of an agent. Shared-
ness is defined with respect to a relevant set of questions . Furthermore, we have to
indicate by which agents the model is shared. The measure of sharedness is defined in
terms of the aspects of similarity as specified above.

Definition 4 (shared mental model). A model M is a mental model that is shared to
the extent 0 by agents Ay and A with respect to a set of questions Q iff there is a mental
model My of A1 and My of As, both with respect to @, such that

1. SO(M,M,,Q) =1, and SO(M, M5, Q) = 1
2. A(M, M, Q) > 6, and A(M, M, Q) > 0

The definition is easily extendable for handling an arbitrary number n of agents. The
definition allows for two important ways to tune it to various situations: varying 6 gives
a measure of sharedness, varying () allows to adapt to a specific usage of the model. For
example, for some teamwork it is not necessary for every team member to know exactly
who does what, as long as each team member knows his own task. This is possible if the
amount of interdependencies between sub-tasks is relatively low. For other teamwork
in which the tasks are highly interdependent and the dynamics is high, e.g., soccer, it
might be fundamental to understand exactly what the others are doing and what you
can expect of them. This can also be expressed more precisely by defining expectations
and defining sharedness as full agreement of expectations. Making this precise is left
for future research.

S Example: BW4T

In this section, we illustrate the concepts defined in the previous sections using an ex-
ample from the Blocks World for Teams (BW4T) domain [16]. BW4T is an extension
of the classic blocks world that is used to research joint activity of heterogeneous teams
in a controlled manner. A team of agents have to deliver colored blocks from a number
of rooms to the so-called drop zone in a certain color sequence. The agents are allowed
to communicate with each other but their visual range is limited to the room they are in.

We distinguish questions on three levels: object level, which concerns the envi-
ronment (e.g., which blocks are in which rooms, which other agents are there, etc.),
informational and motivational level, which concerns, e.g., beliefs of agents about the
environment, and task allocation and intentions, and strategic level, which concerns the
reasoning that agents are using to solve problems. These levels correspond to physical
components and team activity in Figure 2, and reasoning behavior of agents in Figure
1, respectively.



For the object level, we constructed a set () of questions regarding, e.g., the num-
ber of blocks per color per room, the required color per position in the required color
sequence. For example, one can formulate questions such as “How many red blocks
are there in room 1?”. The answer to such a question is a number that can easily be
compared to the answer given by another model. Assuming that there are 12 rooms and
3 colors (white, blue, and red), one can formulate 36 questions of the atomic kind for
rooms and the number of blocks per color. Similarly, assuming that the required color
sequence (the team task) has 9 positions, one can formulate questions such as “What is
the required color at position 1?7, leading to 9 questions of this kind (in BW4T the team
task is displayed in the environment). In this way, we constructed 36 + 9 questions that
refer to the current state of the environment. Note that over time, the situation changes,
because the agents move the blocks around.

Suppose room 1 contains 2 red blocks, 2 white blocks and no blue blocks. Fur-
thermore assume, that agent A, having just arrived in room 1 has been able to observe
the blocks in this room, whereas agent B is still en route to room 2 and has no idea
about the colors of the blocks in the various rooms as yet. Assume that both agents
have an accurate picture of the team task (which color has to go to which position).
Taking this set of 45 question (), then we have that the mental model of agent A, M 4,
answers 12 questions out of a total of 45, while Mp, the model of agent B only an-
swers 9 questions. The subject overlap is then SO(M 4, Mp, Q) = 9/45, and the com-
patibility is C(M 4, Mp, Q) = 1. Also the level of agreement between the models is
A(Ma, Mp, Q) = 9/45, which in this case equals the subject overlap since the answers
do not differ. In order to identify a shared mental model between these agents, we have
to restrict the questions to only the part concerning the team task. This model is shared
to extent 1. Now, if agent A communicates his findings to agent B, then somewhat
later in time the overlap and agreement could grow to 12/45, and the shared mental
model would grow when modifying the set of questions accordingly. As the agents
walk through the environment, they could achieve the maximum number on measures
for these models, as long as they keep informing each other. If this is not done effec-
tively, it may be the case that an agent believes a block to be in a room, while another
agent believes it is not there anymore. This would lead to a decreased agreement.

For the informational and motivational level, one may, e.g., formulate the following
questions: “Under which conditions should agents inform other agents?” which regards
what each agent thinks is the common strategy for the team, and For the task level, one
may formulate for each agent A the questions like “What is the preferred task order of
agent A?”, “Which task does agent A have?”, “What is the intention of agent A?”, and
“What information was communicated by agent A at time X?”. Note that the intention
of agents changes over time during the task execution, and also X varies over time, thus
leading to an incremental number of questions as the team is at work.

For the strategic level, one may consider questions like “Under which conditions
should agents inform other agents?”’. Agent A might answer “An agent communicates
when it knows something it knows other agents need to know and everything it intends
itself”, while B’s response may be “An agent communicates when it knows something
it knows other agents need to know”. The formalizations of these statements could be:



belief(hasTask(Agent,Task)) N\ belief(requires(Task,Info)) N\
hasInfo(self,Info) \ Agent # self N\ belief(— hasInfo(Agent,Info))
— toBeCommunicatedTo(Info,Agent))

intends(self, X) A belief(— hasInfo(Agent,hasTask(self,X)))

— toBeCommunicatedTo(hasTask(self,X),Agent)

This implies higher order aspects of the mental models that these agents need to have,
i.e., a good image of what other agents know about the current situation, knowledge
about the tasks and their dependence on information, and information about who has
what task. For this example domain, this means that the questions need to be extended
to include, e.g., “What information is relevant for task T?”, and either informational and
motivational level questions of the form “How many red blocks does agent A believe to
be in room 17" or strategic questions of the form “When can you be sure that an agent
knows something?”, to which an answer could be observed(Info, self) V communicat-
edBy(Info, Agent). Note that the complexity of computing the measures of similarity
depends heavily on the complexity of the logic underlying the questions and thus the
answers to the questions. The operationalization of testing these measures might require
advanced logical theorem proving tools or model checkers.

6 Agent Reasoning with Shared Mental Models

The concepts introduced in Section 4 which were illustrated in Section 5, consider sim-
ilarity between mental models from a bird’s eye perspective. One could say that ques-
tions are posed to the mental models by an outside observer. However, this does not
demonstrate how the notion of shared mental model can be operationalized and used in
agents’ reasoning. In this section we sketch the latter, using the Two Generals’ Problem
[1](seealsohttp://en.wikipedia.org/wiki/Two_Generals%27_Problem).
The operationalization is done on the strategic level, with shared mental models in the
lower two levels as a result. The aim is not to argue that the way this problem is solved
using shared mental models is better than other solutions. The example is used only for
illustration purposes.

Two armies, each led by a general, are preparing to attack a fortified city. The armies
are encamped near the city, each on its own hill. A valley separates the two hills, and
the only way for the two generals to communicate is by sending messengers through
the valley. Unfortunately, the valley is occupied by the city’s defenders and there’s a
chance that any given messenger sent through the valley will be captured. Note that
while the two generals have agreed that they will attack, they haven’t agreed upon a
time for attack before taking up their positions on their respective hills.

The two generals must have their armies attack the city at the same time in order to
succeed. They must thus communicate with each other to decide on a time to attack and
to agree to attack at that time, and each general must know that the other general knows
that they have agreed to the attack plan. Because acknowledgement of message receipt
can be lost as easily as the original message, a potentially infinite series of messages is
required to come to consensus.

The problem the generals face is that they are aware that they do not have a mental
model of the attack time that is shared between them. Thus, the communication stream



that they initiate is an attempt to come to a shared mental model and to know that they
have a shared mental model.

By introducing the concept of a shared mental model, the problem can be formu-
lated internally within the code of the agents (gen_a and gen_Db) as follows. The
notation we use resembles that of the agent programming language GOAL [14], giv-
ing an indication of how the reasoning can be programmed in an agent. GOAL uses
Prolog for expressing the agent’s knowledge, which represents general (static) knowl-
edge of the domain and environment. Goals represent what agents want to achieve. The
program section has rules of the form i f <condition> then <action>, where the
condition refers to the beliefs and/or goals of the agent. Percept rules are used to process
percepts and/or execute multiple send actions. In each cycle of the agent’s reasoning,
all instantations of percept rules are applied (meaning that the actions in the consequent
are executed if the conditions in the antecedent hold), after which one action rule of
which the condition holds is applied.

knowledge{
conquer (city) :-—
simultaneous_attack.
simultaneous_attack :-—
attacks_at (gen_a, T), attacks_at(gen_b, T).
requires (shared_mental_model (attack_planned_at),
hasInfo (A, attack_planned_at (B, T))).

}
goals{ conquer (city). }

program{
if a-goal (conquer (city)) then
adopt (simultaneous_attack) +
adopt (shared_mental_model (attack_planned_at)) .

if a_goal(G) then insert (hasGoal (self,G)) .
<code to determine attack time T>

if bel (hasInfo(gen_a, attack_planned_at (gen_a,
bel (hasInfo(gen_a, attack_planned_at (gen_b,
bel (hasInfo(gen_b, attack_planned_at (gen_a,
bel (hasInfo(gen_b, attack_planned_at (gen_b,
then do (attack_at(T)) .

HHHH3

}

perceptrules{
the agents perceive the predicate "attacks_at (A, T)"
for any agent at the T the attack is performed.

o°

o°

o

Generic reflection rule for informing teammates
if bel (hasGoal (Agent, Goal)),
bel (requires (Goal, Info)),
bel (Info),
not (Agent = self),
not (bel (hasInfo (Agent,Info)))
then sendonce (Agent, Info) + insert (hasInfo (Agent,Info)).

The knowledge line about conquer city expresses that the city will be successfully
conquered if the generals simultaneously attack at some time T and share a mental
model with respect to the predicate attacks_at. The knowledge line about the re-



quirement of a shared mental model about attacks_at explains that all agents A
(thus both gen_a and gen_Db) should have information about when all agents B (thus
both gen_a and gen_b) will attack.

The initial goal of conquer city will lead to subsequent goals for the agents to attack
simultaneously and to have a shared mental model with respect to the attack time, by
applying the first rule in the program section.

The generic reflection rule in the perceptrules section cannot be executed by GOAL
directly, but has to be interpreted as a scheme of rules that should be instantiated with
concrete predicates for the kind of information to be sent in a specific domain. Us-
ing (instantiations of) this rule, the generals will start to inform each other of choices
they made regarding the time to attack. This is done based on the goal of having a
shared mental model concerning the attack plan (adopted through applying the first ac-
tion rule), and the fact that for this certain information is required (as specified in the
knowledge base).

The rest of the code of the agents, which is omitted here for brevity, should consist
of code to get to the same time T at which they will attack. A simple solution is that
e.g., gen_a is the boss, and gen_b will accept his proposal for the attack time. Once
a common time has been established, the generals attack as specified in the last action
rule.

Note that the formulation chosen does not require the infinite epistemic chain of
hasInfo that is part of the thought experiment that the Two Generals’ Problem is.
Simply put, each of the agents will attack if it believes that it has the same idea about
the attack time as the other agent. The agents as formulated above do not reflect again,
that both should also share a mental model with respect to the predicate hasInfo.
This would of course be interesting to model, but will lead to the long, infinitely long,
process of informing each other of their plans as is explained in the literature on the
Two Generals’ Problem. We choose to stop here to explain a possible explicit use of the
concept of a shared mental model.

7 Related Work

In this section, we discuss how our work is related to existing approaches to
(human-)agent teamwork. An important difference between our work and other ap-
proaches is that to the best of our knowledge, few other approaches are based directly
on shared mental model theory (see below for an exception). Moreover, our focus is
on a conceptualization of the involved notions rather than on reasoning techniques that
can be applied directly when developing agent teams, since this is one of the first pa-
pers that aims at bringing shared mental model theory to agent research. We believe it
is important to get a better understanding of the concepts, thereby developing a solid
foundation upon which reasoning techniques inspired by shared mental model theory
can be built.

Although most existing approaches to (human-)agent teamwork are not based di-
rectly on shared-mental model theory, similar ideas have been used for developing these
approaches. Many of these approaches advocate an explicit representation of teamwork
knowledge (see, e.g., [15,12,26,4]). Such teamwork knowledge may concern, e.g., rules



for communication to team members, for example if the execution of a task is not going
according to plan, and for establishing a joint plan or recipe on how to achieve the team
goal. By making the teamwork representations explicit and implementing agents that
behave according to them, agents inherently have a shared understanding of teamwork.
Moreover, these representations often incorporate strategies for obtaining a shared view
on the concrete team activity that the agents engage in. Jennings [15] and Tambe [26]
propose work that is based on joint intentions theory [8]. A joint intention is defined
as “a joint commitment to perform a collective action while in a certain shared mental
state”. The latter refers to an important aspect of a joint intention, which is that team
members mutually believe they are committed to a joint activity.

These approaches thus already provide concrete techniques for establishing shared
mental models to some extent. However, the notion of shared mental model is implicit
in these approaches. We believe that considering (human-)agent teamwork from the per-
spective of shared mental models could on the one hand yield a unifying perspective on
various forms of shared understanding that are part of existing teamwork frameworks,
and on the other hand could inspire new research by identifying aspects related to shared
mental models that are not addressed by existing frameworks. An example of the latter
is the development of techniques for dealing with an observed lack of sharedness. Exist-
ing approaches provide ways of trying to prevent this from occurring, but in real-word
settings this may not always be possible. Therefore, one needs techniques for detecting
and dealing with mental models that are not shared to the needed extent. This is impor-
tant, for example in human-agent teamwork where humans cannot be programmed to
always provide the right information at the right time.

An approach for agent teamwork that incorporates an explicit notion of shared men-
tal model is [27]. The paper presents an agent architecture that focuses on proactive
information sharing, based on shared mental models. An agent in this architecture is
composed of several models, including an individual mental model and a shared men-
tal model. The individual mental model stores beliefs (possibly including beliefs about
others) and general world knowledge. The shared mental model stores information and
knowledge shared by all team members. This concerns information about the team
structure and process, and dynamic information needs such as the progress of team-
mates.

This notion of shared mental model differs from ours. In particular, while we do
consider mental models to be part of agents’ minds (Figure 3), we do not consider
a shared mental model to be a component of an agent. Rather, we suggest that the
essence of the notion of shared mental model is the extent to which agents have similar
mental models, i.e., a shared mental model is a mental model that is shared to some
extent between agents. We thus consider shared mental model a derived concept which
expresses a property of the relation between mental models, rather than an explicit
component inside an agent. This makes our notion fundamentally different from the
one proposed by [27].

An approach for representing mental models of other agents in agent programming
is proposed in [13]. In that work, mental states of agent are represented by means of
beliefs and goals, as is common in cognitive agent programming languages. Besides
the agent’s own mental state, an agent has mental models for the other agents in the



system, which consist of the beliefs and goals the agent thinks other agents have. These
are updated through communication. For example, if an agent A informs another agent
B of some fact p, agent B will update its model of A to include that agent A believes p
(assuming agents do not send this information if they do not believe it). A similar mech-
anism applies to goals. This approach can be extended by applying similarity measures
on the mental state of the agent and of the mental models it has of other agents, to
determine what should be communicated.

8 Conclusion

In this paper, we have studied the notion of shared mental model, motivated by the
idea of taking shared mental model theory as inspiration for the engineering of agents
capable of effective teamwork. We have analyzed the notion starting from an analysis
of the notion of mental model, and continuing with definitions of similarity of models,
leading to a definition of shared mental model. We have illustrated how these definitions
can be operationalized using an example in the BW4T domain.

As for future work, there are conceptual as well as engineering challenges. We aim
to investigate how theory of mind (agents that have mental models about other agents)
fits into this framework. We will study in more detail models of agent teamwork in
which a notion of sharedness plays a role (e.g., [15,12,26,4]), and analyze how these
approaches compare to our notion of shared mental model. As in joint intentions theory,
awareness of sharedness may be relevant for effective teamwork and worth investigating
from the perspective of shared mental models. From an engineering perspective, a main
challenge for future research is the investigation of mechanisms that lead to a shared
mental model that is shared to the extent needed for effective teamwork, which may
also depend on the kind of task and environment. A thorough comparison of existing
approaches for agent teamwork with our notion of shared mental model will form the
basis for this.
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