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Abstract. Organizational notions such as roles, norms (e.g., obligations
and permissions), and services are increasingly viewed as natural con-
cepts to manage the complexity of software development. In particu-
lar in the context of multi-agent systems, agents are expected to be
organization-aware, i.e., to understand and reason about the structure,
work processes, and norms of the agent organization in which they oper-
ate. In this paper, we analyze which kinds of reasoning an agent should
be able to do to function in an organization. We categorize these kinds
of reasoning with respect to several dimensions, and distinguish three
general approaches on how these might be integrated in existing agent
programming languages. Through this, we provide a research agenda on
what needs to be addressed when developing techniques for programming
organization-aware agents.

1 Introduction

Software systems are becoming increasingly complex. One of the main challenges
in the field of software engineering is to develop tools and techniques for manag-
ing this complexity [41]. A central role is played by development methodologies
and programming languages, which can help managing complexity by provid-
ing appropriate concepts and abstractions in terms of which an application can
be analyzed, designed, and implemented. Searching for the “most appropriate”
(most convenient, most natural, most succinct, most efficient, most comprehen-
sible, ...) programming concepts and abstractions is addressed in programming
language design [5, Foreword].

In the field of multi-agent systems (MAS), several dedicated agent program-
ming languages have been proposed [5] to support the implementation of MAS.
The programming abstractions on which many of these languages focus, are
aimed at programming how an agent can reach certain goals, how it should re-
act to events occurring in its environment, and how it should communicate with
other agents.

A line of research in the MAS field that has received increasing attention in
the last years, is to assign an organization to the MAS with the aim of organizing
and regulating it (see, e.g., [17, 4, 31, 3, 54]), in a similar way as done in human
organizations. Using an organizational specification to organize a MAS should
make the agents more effective in attaining their purpose, or prevent certain



undesired behavior from occurring. An organizational specification may define
the structure of the agent organization in terms of roles and the relations between
roles, and specify the norms (e.g., obligations and prohibitions) that are to be
followed by the agents of the MAS.

Agents that operate in such an organized MAS are expected to take the
specification of the organization, as well as their own position in the organization,
into account when deciding what to do. For example, an agent playing the role of
supervisor can typically delegate tasks to its subordinates, but not the other way
around. Agents playing the role of supervisor or subordinate should be aware of
this and take this into account when deciding on action, if they are to operate
effectively in the organization. While there is a growing body of work addressing
the modeling and implementation of organizational specifications, little research
has been done on how to program agents that use these specifications for deciding
on action (see [57, 11, 18, 12, 31, 40] for a few papers that do address various
aspects of this). We call agents that are capable of such organizational reasoning
and decision making organization-aware agents.

It is the aim of this paper to analyze which kinds of reasoning an agent should
be able to do to function in an organization and how this might be programmed,
thereby providing a starting point for research on how to program an agent’s
organizational reasoning.

2 Motivation and Background

In this section, we explain in more detail why we believe that it is important
that agents are capable of organizational reasoning and decision making, and we
provide more background on the subject.

One of the main application areas that we believe would benefit from
organization-aware agents, is simulation and training of human organizations.
Agent-based simulation is important for analyzing and training organizations,
especially where learning is dangerous or where teaching is expensive [50, 48,
28, 14, 1, 42, 49]. The more realistic the behavior of the agents is, the better the
training results will most likely be.

For example, since 9/11 a lot of research has been put into the improvement
of crisis management. Agent technology plays an important role in creating com-
puter simulations for analysis support and in developing training environments
for this domain [44, 46, 26, 49, 28, 27]. Software agents form a natural program-
ming metaphor: there is a relatively close correspondence between real-world
crisis management organizations and collections of autonomous agents that in-
teract in a dynamic environment, usually with some individual or collective
purpose.

As an example of the kind of organizational reasoning that is required in
crisis management, consider the following scenario:

An explosion has occurred in a chemical plant and hazardous chemicals
have leaked into the area. To prevent further injuries, it is essential that
the emergency response team secures the area by setting up road blocks.



Normally, this is the task of policemen, but firefighters are the first to
arrive on the scene. Should the firefighters set up the road blocks?

The firefighters operate in the context of a larger emergency response orga-
nization, for which operating procedures and role responsibilities are (partly)
described in a disaster plan. The firefighters have to decide whether to take on a
role that is normally played by other members of the organization (according to
the disaster plan), or whether to give priority to their own goal of fighting the
fire. This kind of organizational reasoning and decision making takes place fre-
quently in organizations such as those for crisis management. Endowing agents
with similar capabilities is thus highly relevant.

Other application areas where organizational reasoning can be useful, are
human-agent teamwork and open systems. In human-agent teamwork, humans
and agents work together to achieve joint goals. It is essential for the effective
operation of a (human-agent) team to create a shared understanding between
teammates [52, 39, 36]. This is facilitated by making agents understand how to
function as part of an organization. Open systems allow agents to enter and leave
the system as it operates [19, 2, 15]. Typical examples are e-institutions such as
market places on the internet. An open system is organized by an organizational
specification that is to be followed by the participating agents. Organizational
reasoning and decision making facilitates the functioning of agents as part of an
open system.

Existing research on organizational modeling languages supports the specifi-
cation of organizations using the notion of “role” (see, e.g., [19, 21, 17, 58, 30, 4,
31, 54, 33]). In this way, an organizational specification abstracts from the indi-
vidual agents that will eventually play the roles, comparable to a disaster plan in
crisis management: a disaster plan describes the desired structure and function-
ing of the crisis management organization without specifying which individuals
will play the roles of policeman and firefighter in case of a crisis. Some organi-
zational modeling languages come with implementation frameworks [20, 31, 45]
that, for example, allow agents to access and modify the state of the organiza-
tion and enforce organizational constraints by applying sanctions in case of their
violation.

Given an organizational specification, it is up to the agents to operationalize
it by playing the roles of the organization. A few abstract models exist on how
aspects of an organizational specification may influence agent behavior [16, 7,
38, 18, 8], but little is understood on how to operationalize and combine them
on the level of agent programming. First steps towards this have been made
[57, 11, 18, 12, 31, 40]. However, in order to program agents that take reasoned
decisions on how to play their part in the organization, more advanced forms
of organizational reasoning and decision making are needed as discussed in the
rest of this paper.



3 Dimensions of Organizational Reasoning

In this section, we categorize forms of organizational reasoning along three main
dimensions: the phases of organizational participation of the agent, the elements
of organizational specifications that agent should understand, and the direction
of organizational reasoning (top-down starting from an organizational specifica-
tion, or bottom-up where the agents have to figure out amongst themselves how
to organize). It is the aim of this section to provide a reasoned overview of kinds
of organizational reasoning. We have included references that can be used as a
starting point if a certain kind of organizational reasoning is studied, and we
provide several examples of organizational reasoning for each of the categories,
such as deciding whether to take on a role (weighing possibly conflicting interests
as in the firefighter scenario), reasoning about how to fulfill norms imposed by
the organization and deciding when to go against them (even though sanctions
might be applied), reasoning about how to change the organization, etc.

3.1 Phases of Organizational Participation

Organizations are operationalized through the agents that play roles in the or-
ganization. In the case of open organizations where agents may enter and leave
the organization, it seems evident to distinguish three phases of an agent par-
ticipating in an organization: entering the organization, playing roles in the or-
ganization, and leaving the organization. If closed systems are considered, only
the second phase is relevant. In each phase, different kinds of reasoning can be
distinguished.

Entering the Organization In this phase, the agent has to reason about
whether it wants to enter the organization, and whether it has the capabilities
to behave as the organization requires. That is, the agent needs to consider
what it wants from the organization, and what the organization wants from it.1

Since agents typically participate in an organization by playing a role in the
organization, this kind of reasoning will focus on deciding whether to play a
role.

In order to determine this, the agent has to reason about whether playing a
certain role in the organization can help it to fulfill its own goals, and whether
it can come to an agreement, e.g., with respect to the interaction protocols that
will be used. For this, the agent has to understand the specification of the role,
and should be able to relate it to its own goals. For example, if an agents wants
to sell books, it might participate as a seller in an auction if it understands
that playing the seller role will enable it to sell the books. The agent also has to
determine whether it can play the role in the way required from the organization.
For example, the auction might require the agent to have a bank account in the
1 See also [8], where the notion of social power is used as a basis for the agent to

decide whether it wants to enter a group, i.e., whether the power it loses by entering
is compensated by the power it gains or not.



country where the auction is held, to enable easy transfer of the money earned
by selling the books. In order to determine whether the agent can fulfill these
norms belonging to a role, the agent has to understand them and relate them
to its own capabilities. For example, if the agent currently does not have a bank
account in the country where the auction is held, but it does know how to obtain
such a bank account, it might decide to play the role and open up the account.

In practice, it will often be the case that the agent and the role do not
match exactly [11]. Playing the role might not enable the agent to fulfill its goals
entirely, and the agent might not have all the capabilities in principle required to
play the role. The agent can then negotiate about the terms under which it plays
the role in the organization (see also [36], where goal negotiation is identified
as one of the challenges of human-agent cooperation), and form a contract [17]
with the organization. A related aspect is that conflicts may arise between some
goals of the agent and requirements imposed by the role [11] (see also [53, 47, 56]
for work on conflicting goals). For example, the agent may want to sell its books
to only one buyer because it concerns a book series that the agent feels should
not be separated. However, the auction does not offer the possibility to specify
that the books should be sold to a single buyer. The agent will then have to
reason about priorities between its goals, i.e., whether selling the books is more
important than keeping the books together.

Playing Roles in the Organization When the agent has decided to play a
role in the organization, it has to decide how to do this. In other words, the
abstract specification of the role with accompanying norms and responsibilities
or goals has to be interpreted and translated to concrete actions taken by the
agent. We distinguish three increasingly advanced levels of organizational reason-
ing related to playing roles: behaving according to the specification of the role,
reasoning about violation of the specification, and reasoning about adapting the
specification of the role (or other parts of the organization).

Before we discuss these levels of organizational reasoning, we remark that
an agent may also be designed to fulfill certain roles in an organization (see,
e.g., the Gaia methodology [60])2. An agent may then always behave according
to the specification of the role by design, and no advanced forms of reasoning
are required to make sure the agent complies with the specification. Generation
of agent skeleton code [57] from the organizational specification can be used to
ease agent developed in such a setting.3 While this is useful for certain kinds of
applications, it limits the flexibility of the MAS. We aim for domains in which
increased flexibility obtained through organizational reasoning would provide
additional benefits. For example, in the case of open systems it would be benefi-
cial if the agents are capable of entering and functioning in various organizations

2 In [34], the ROADMAP methodology is proposed which extends Gaia, among other
things by allowing agents to change roles at run-time.

3 Although the skeletons make sure the agent behaves according to the specification,
even in this approach reasoning may still be required to choose from several allowed
options.



without the programmer having to specify for each of these organizations exactly
how the agent should do this. Also, in simulation of organizations one may want
to simulate with different norms, organizational structures, and role specifica-
tions, in order to try out what yields better results. If the agents are able to
understand the organizational specification, this provides for additional flexibil-
ity and a kind of separation of concerns: one could modify the organizational
specification independently of the agents, and the agents would be able to adapt
to this. The discussion in the sequel focuses on organizational reasoning in this
sense.

The first level of organizational reasoning that we distinguish, behaving ac-
cording to the specification, requires that the agent understands the role specifi-
cation and is able to translate it into concrete actions that fulfill the goals of the
role and do not violate the norms of the role. One of the main challenges here
is to bridge the gap between the possibly abstract specification of the role, and
concrete actions that the agent has to take (see also [59] for an approach to con-
cretizing norms for electronic institutions). For example, the role specification
of a policeman might specify that he should keep people away from hazardous
situations. The agent playing the role of policeman then has to translate this into
setting up road blocks in case hazardous chemicals have escaped from a plant.
The closer the role specification is to the internal agent architecture (e.g., in [11,
12] they are relatively close), the easier this translation will presumably be. If
a role is specified in an organizational modeling language and the agent is pro-
grammed in an agent programming language that was not designed to work with
the organizational modeling language, bridging this gap will be more difficult.
Another challenge is to let the agent reason about its own behavior to prevent
it from violating norms (see, e.g., [24, 25] for work on how to prevent violation
of goals, and [40] for an approach on how AgentSpeak(L) agents can adapt their
behavior to norms). For example, if the norm is that policemen should always
execute tasks in pairs, this should influence the agents’ actions accordingly.

The second level, reasoning about violation, requires the agent to decide
whether, even though it has decided to play the role, it will nevertheless vio-
late some of the requirements imposed by the role (see also [10, 7]). For example,
the role of policeman might specify that it can only be played by agents that have
the corresponding diploma. However, if road blocks need to be set up and police-
men have not arrived yet, firefighters might decide to play the role of policemen
and set up the road blocks, even though strictly speaking they are not allowed
to do this. Deciding on whether to violate the role specification requires weigh-
ing the benefits of breaking the rules against possible negative consequences or
sanctions resulting from this. Here, it should be noted that there is a difference
between norm enforcement, which makes the violation of norms less desirable
by introducing, e.g., sanctioning mechanisms, and norm regimentation, in which
case it is made impossible to violate a norm (see, e.g., [35, 55]). In the former
case, an agent can decide to violate the norm and accept the sanction, while in
the latter case this is not possible. Regimentation can be realized using organi-
zational middleware in which the agent sends requests for actions that it would



like to execute to the middleware, which decides whether the specific action is
indeed executed. For example, in MOISE+ [31] each agent is connected to a so-
called “Orgbox” which forms the interface between agents and middleware, and
in ISLANDER/AMELI [20] governors are used for mediating the participation
of agents in an electronic institution.

The third level, reasoning about adaptation, requires the agent to reason
about how possible changes to the specification of the role or organization as a
whole might affect the functioning of the organization (see [30] for an approach
that uses reorganization agents for performing reorganizations). In particular,
the agent should be able to determine which changes will lead to improvements
in the functioning of the organization. This might, for example, be determined
by comparing the actual behavior of the organization against the prescribed
behavior. Discrepancies can indicate that changes are necessary.

Besides reasoning about how to play a role in the organization, the agent
should also reason about whether to take on additional roles in the organization
or change roles. This is largely similar to the kind of reasoning needed when
entering the organization. An additional aspect that needs to be addressed if the
agent decides to take on multiple roles, is that it should reason about possible
conflicts between the requirements imposed by these roles. For example, if an
incident occurs, the mayor of the city might take on the role of coordinator of
the rescue efforts. This role requires him to be at the crisis management centre.
However, this conflicts with his role as mayor, as in that role he should be at
the scene to comfort the injured people.

Leaving the Organization In order to enter this phase, the agent has to
reason about whether it still wants to participate in the organization. Reasons
for leaving the organization (see also [29]) can be that the agent has achieved
the goals it wanted to by being part of the organization. Another reason can
be that it believes it will not be able to achieve its goals. These considerations
are similar to an agent deciding whether to drop a goal in BDI agent languages:
when the goal is achieved or believed to be unachievable. Another reason for the
agent to leave the organization is that it is thrown out, for example because it
has not adhered to the norms of the organization. Alternatively, an agent may
not be allowed to leave the organization, e.g., if it has not payed yet in the case
of an electronic market place.

3.2 Elements of Organizational Specifications

As explained in Section 1, an organizational specification defined in an organiza-
tional modeling language is used to organize and regulate a multi-agent system.
For example, the MOISE+ organizational modeling language [4, 31] specifies an
organization in terms of a structural dimension using the notions of roles and
groups, a functional dimension that describes how global collective goals should
be achieved, and a normative dimension expressing permissions and obligations
for roles, related to the achievement of (sub)goals.



Agents capable of organizational reasoning should be able to understand and
reason about an organizational specification. This requires agents to understand
all elements of the organizational specification, such as the structural dimension,
the functional dimension and the normative dimension in the case of MOISE+.
Different kinds of organizational reasoning are associated with each of these
elements.

For example, the MOISE+ structural dimension is related to the commu-
nication between agents. It specifies that agents playing a certain role should
not communicate with agents playing some other role. Moreover, the structural
dimension allows the specification of authority links between roles. This should
presumably influence how agents handle and pose requests: if a higher ranked
agent requests something from a lower ranked agent, the latter should usually
obey (unless its reasoning determines that there are strong arguments against
obeying).

3.3 Direction of Organizational Reasoning

The third dimension that we distinguish, is the direction of organizational rea-
soning: top down or bottom up. By top down reasoning we mean that the agents
take an organizational specification as the basis for their behavior in the organi-
zation, for example by following the specified work processes. By bottom up rea-
soning we mean that the agents figure out amongst themselves how they should
cooperate, without a predefined organization. Naturally, these can co-exist. In
general, the more is specified in the organizational specification, the less room
there will be for bottom-up reasoning, and vice versa. This dimension is related
to the distinction made between agent-centered and system-centered [31], where
the latter refers to the case where there is an explicit organizational specifica-
tion. The direction of organizational reasoning refers to the kind of reasoning
required from the agents in each of these cases.

In the discussion so far, we have focused mainly on top down reasoning. In
bottom up reasoning, an important kind of reasoning is reasoning about other
agents. This has received relatively little attention in the agent programming
literature. Nevertheless, we mention several approaches in agent programming
and other areas of MAS research that address aspects of reasoning about other
agents. For example, for virtual characters in games, it is important that they
are able to form an internal representation of the mental states of other play-
ers, e.g., for predicting what they might do [37, 51]. A related area is plan or
intention recognition [9, 13, 23]. There, agents try to recognize the plans or in-
tentions of other agents (which might also be humans), based on observations of
their actions and domain knowledge of certain standard procedures. Reasoning
about humans is also an important part of mixed-initiative systems, in which
the system collaborates with a user by sometimes taking initiative to support
the user’s activities (see, e.g., [43, 22]). It will have to be investigated whether
techniques developed in these areas can be used in the context of organized MAS
for reasoning about other agents, and how this kind of bottom up reasoning can
be combined with top down reasoning.



4 Programming Organization-Aware Agents

In Section 3, we have categorized kinds of organizational reasoning. In this sec-
tion, we discuss general approaches for how agents could be programmed to
perform organizational reasoning. Future research will have to make an effort in
clearly identifying their respective strengths and weaknesses.

The first approach that we identify, is to use existing agent programming
languages for specifying an agent’s organizational reasoning. This is the approach
taken in [31], where Jason is used to program agents that should function in a
MOISE+ organization. Jason is extended by necessary organizational actions,
such as an action for adopting a role. Otherwise, no additions to Jason are
made. The actions do not come with sophisticated reasoning, e.g., the action for
adopting a role does not check whether the agent has the capabilities for playing
the role. Plans are programmed, e.g., to specify when the agent should adopt a
particular role.

The advantage of this approach is that an existing language is used, which
means that a programmer who knows Jason could in principle program Jason
agents that should function in an organization. The disadvantage is that the pro-
grammer is not explicitly supported in programming organization-aware agents.
For example, he will have to program how an agent should determine whether
it can play a role in an organization. This is a non-trivial task. Also, some as-
pects of organizational reasoning have to be repeated for each instance of it. For
example, an agent should notify the organization if it has achieved some goal.
This means that an action has to be included in each plan where a goal of the
organization is reached.

The second approach we discuss here aims for a more generic approach based
on the recognition that in open systems software agents can no longer be com-
pletely hard-coded as this would require the reprogramming of agents every time
a virtual organization changes. The idea is that agents instead need to exchange
information about virtual organizations to be able to adequately coordinate their
activities. Such information exchange needs to be supported by explicitly repre-
senting the structure and norms of the organization in some declarative language.
Current state of the art agent programming languages provide an agent with the
capability to reason with its beliefs and goals. In order to become organization-
aware the second approach would be to suggest adding dedicated capabilities
to an agent that support organizational reasoning. The basic idea here would
be to add an “organizational attitude” to agents besides their epistemic and
motivational attitude. This can be achieved by adding dedicated organizational
reasoning patterns as software components or plugins that will provide agents
with the capability to reason about generic issues related to the organization
they participate in. For example, plugins might be provided (i) for identifying
the benefits of taking part in the organization, (ii) for negotiating about inter-
action protocols, (iii) for monitoring of norm compliance, and possibly other
typical reasoning patterns.

Finally, the third - even more ambitious - approach would be to develop new
programming abstractions for programming an agent’s organizational reasoning



and decision making. In this approach, the organizational reasoning would be
done in a separate layer using the new programming abstractions, and the agent’s
cognitive reasoning and decision making (reasoning about achieving goals) in an-
other. The latter is then programmed in existing agent programming languages.
A semantic connection between both layers would have to be established. For ex-
ample, organizational reasoning and decision making involves deciding whether
to take on a certain role, which typically comes with permissions and obligations
to achieve goals. If the agent takes on the role, this should influence its cognitive
reasoning and decision making on how to reach the accompanying goals. How-
ever, if it turns out that the agent is not able to achieve the goals after all, or
decides to achieve other goals because this is more in line with its own interests,
this should in turn influence its organizational reasoning and decision making.
It may, e.g., have to decide to delegate some goals to other agents (see also [32,
6]). An architecture for this approach is depicted in Figure 1.
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Fig. 1. Architecture for Organizational Reasoning

Programming languages for organization-aware agents would reduce the ef-
fort needed for programming and maintaining agents. We refer to the well-known
rule of thumb that programmers can code a fixed number of lines of code per



hour, independently of the language in which the coding is done. Having pro-
gramming constructs for organization-aware agents would allow the program-
mer to represent the reasoning in a concise way, reducing the amount of time
needed for programming. Moreover, it would provide conceptual support, since
the language would guide the programmer in its thinking about the problem.
For maintenance of programs, programs written in terms of higher programming
abstractions are easier to read and thus to maintain than programs written in
lower-level languages. Maintenance of software is notoriously hard for those that
did not write the programs themselves, and increased understandability of the
code would improve maintenance.

Although we aim for applications in which an agent’s ability to perform
organizational reasoning is beneficial, it may not be necessary for the agent
to perform all of the reasoning required to function in an organization itself.
Some approaches alleviate the agent partly from having to do organizational
reasoning, by letting the organizational middleware take over some aspects of
this. For example, in ISLANDER/AMELI, governors can be posed questions
about the institution [19], in J-MOISE+ events are sent to agents to notify
them, e.g., about whether the agent has an obligation, and in [55] the agent can
delegate tasks to its role, which forms the connection between the agent and
the organization. Although these approaches can help explain the agent what is
expected from it in a certain situation from the perspective of the organization,
the agent will still have to take the decision as to what it will do. That is, either
decide which of several allowed actions it takes in case of regimentation (see, e.g.,
[57]), or decide whether to comply with a norm if the norm is only enforced.

5 Conclusion

In this paper, we have identified kinds of organizational reasoning along three
dimensions: phases of organizational participation, elements of organizational
specifications, and direction of organizational reasoning. Moreover, we have iden-
tified three approaches for programming organization-aware agents: using ex-
isting agent programming languages, developing components for organizational
reasoning, and developing dedicated programming abstractions for supporting
organizational reasoning. Through this, we have provided a research agenda
on what needs to be addressed when developing techniques for programming
organization-aware agents.
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